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Summary 

Contemporary AI technologies are more powerful and pervasive than the original AI 

technologies created in university laboratories. While industry dominates AI today, universities 

can still play important roles. In this white paper, we recommend actions that universities should 

take to promote social responsibility in the development and application of AI technologies. Our 

paper addresses four key questions connected with the university missions of education, research, 

community engagement, and public service: 

1. How can universities effectively educate technical professionals and the public to consider 

social responsibilities in the design and use of AI systems? 

2. How can university and industry researchers collaborate on AI technologies in a socially 

responsible way? 

3. How can universities better collaborate with external organizations and local communities to 

address questions of bias and discrimination in AI technologies? 

4. How can universities contribute to the governance of AI technologies? 

Overall, we call for greater engagement between universities and external stakeholders, in 

which academics collaborate with industry practitioners, government policymakers, and 

community partners. These collaborations can promote social responsibility by ensuring that AI 

technologies are responsive to community needs, rather than driven solely by business interests. 

Universities should also ensure that in the criteria for promotion and tenure of faculty members, 
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teaching interdisciplinary courses and building external networks are recognized as valuable 

forms of scholarship. 

This white paper reflects ideas that were presented and discussed on March 23, 2022 at 

the Symposium on Artificial Intelligence and Social Responsibility sponsored by the Coordinated 

Science Laboratory at the University of Illinois Urbana-Champaign, with co-sponsorship by the 

School of Information Sciences at the University. This symposium was the second of two symposia 

sponsored by the Laboratory to celebrate its 70th anniversary. The earlier symposium produced 

a companion white paper on the future of computing, which appeared in the Computing 

Community Consortium Blog on September 27, 2022.  

Introduction 

Developments in artificial intelligence (AI) are affecting almost every corner of our society 

at an unprecedented speed and scale. While the economic and social benefits of AI technologies 

have been celebrated, many harms of AI have also been documented, such as racial biases in 

recidivism models used for criminal sentencing, and gender discrimination in automated 

screening of job applications (Banaji et al. 2019; Benjamin 2019b; Couldry and Mejias 2020; 

Crawford 2021; Eubanks 2019; O’Neill 2016; United Nations Human Rights Council 2018; Zuboff 

2019). Some AI technologies use massive collections of personal data, which can lead to violations 

of privacy and losses of intellectual property (Kang et al. 2021). In numerous cases, AI introduces 

or amplifies biases that disproportionately impact historically marginalized and vulnerable 

communities, including ethnic and religious minorities, LGBTQ populations, and individuals who 

are Black, Indigenous, and/or people of color (Banaji et al. 2019; Benjamin 2019a; Buolamwini 

and Gebru 2018; Chun 2021; Noble 2018; United Nations Human Rights Council 2018). As AI 

changes our world, its benefits may not be equally shared among future generations (D’Ignazio & 

Klein 2020; Kandlhofer et al. 2016; Hermann 2021).  

AI technologies today are far more powerful than the early AI technologies created in 

universities. We ask: what roles should universities now play, given that the stakes, both the 

benefits and the harms, of AI are extremely high? While many organizations have published 

statements of principles for the socially responsible development of AI technologies (Saveliev and 

Zhurenkov 2020; Krkač and Bračević 2020; Darnault, Parcollet, & Morchid 2019; Santoni de Sio 

& Macacci 2021; Cath et al. 2018), in this paper, we move beyond statements of principles to 

recommendations for actions by universities. We focus on four key questions connected with the 

university missions of education, research, community engagement, and public service: 

1. How can universities effectively educate technical professionals and the public to consider 

social responsibilities in the design and use of AI systems?  

2. How can university and industry researchers collaborate on AI technologies in a socially 

responsible way? 

3. How can universities better collaborate with external organizations and local communities to 

address questions of bias and discrimination in AI technologies? 

4. How can universities contribute to the governance of AI technologies?  

To explore these issues, the Coordinated Science Laboratory at the University of Illinois 

Urbana-Champaign hosted a Symposium on Artificial Intelligence and Social Responsibility on 
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March 23, 2022. The symposium was co-sponsored by the School of Information Sciences at the 

University. The symposium planning committee consisted of six of the authors of this white paper: 

Chan, Koyejo, Loui, Tong, Varshney, and Wang. Authors Bosch, Davis, Gutierrez, He, Karahalios, 

Mendenhall, and Sanfilippo served as respondents to the featured lectures by Mary Gray, a senior 

principal researcher at Microsoft Research; Kush Varshney, a researcher and manager at IBM 

Research AI; David Kaiser, a professor of the history of science and professor of physics at the 

Massachusetts Institute of Technology; and Suresh Venkatasubramanian, a professor in 

computer science and data science at Brown University. Video recordings of the lectures and 

discussions are available at the symposium website (https://csl.illinois.edu/events/ai-social-

symposium). 

Education  

Education is a key mission of universities, ranging from formal classroom instruction to 

engagement with practitioners, policymakers, and publics beyond the campus. The educational 

imperative is especially critical for AI and social responsibility because the real-world stakes are 

high: although education broadly benefits society, there is a substantial risk of harm to individuals 

and communities if education leads to more widespread application of AI (e.g., Baker and Hawn 

2021; Kirkpatrick 2016). A student learning about AI today can apply computational power and 

algorithmic methods with ease unheard of even a decade ago, and effect enormous impacts on 

society through data-driven products and analyses—for example, by applying cloud computing 

resources to train large natural-language processing models that serve as chatbots or product 

review evaluators in e-commerce applications, or even by pursuing intentionally harmful 

purposes, like creating deceptive news content with fake images using DALL-E, at a massive scale. 

Who should be involved? 

Today’s students are building our future. Many already possess concerns about a troubled 

world that they are inheriting (e.g., Black Lives Matter movement, LGBTQ rights, Indigenous land 

rights, climate change, COVID-19, and a divided public) and they seek to make real changes in 

society. However, we cannot assume that members of various communities will learn “on the job,” 

or from life, to consider the societal impacts of AI technologies and reimagine possible futures; 

they need structured opportunities to develop skills and sensibilities now so that they can make 

informed choices about where and how to work responsibly, challenge unethical practices that 

arise, and help lead society.  

Given the broad population that can benefit from such educational efforts, we note that 

these efforts should support various types of educators and learners, such as K–12 students, 

college students, technical professionals who seek continuing education credits, lifelong and self-

directed learners (e.g., homeschooled children or hobbyists), and the general public. The 

instructional materials should not be designed to focus only on future computer scientists and 

technical professionals, but rather be tailored to students from different fields of study across the 

curriculum.  

In addition, education researchers need to take up issues regarding social responsibility 

in AI education. These issues include, for example, what is known and what needs to be studied, 

what constitutes “literacy” in AI (i.e., learning outcomes), and what is effective for whom (not just 

https://csl.illinois.edu/events/ai-social-symposium
https://csl.illinois.edu/events/ai-social-symposium
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for engineering students learning AI techniques, but also for students who will be affected by AI). 

As much as AI and society are constantly evolving, so do these needs. If the goal is social 

transformation, we should assume those in power will push back. Educators and future workers 

will thus need to be prepared with the skills and sensibilities to articulate their values to others 

(Gentile 2010), know how to navigate politics in work environments, and understand how to carry 

out this work collectively. Having opportunities to “try out” skills, such as via role play (Loui 

2009), will be invaluable. 

How do we do it? 

In colleges and universities, issues in AI and social responsibility are currently covered in 

course modules (Grosz et al. 2019), in courses on AI and ethics (Burton et al. 2017), and in courses 

on computing ethics (Fiesler, Garrett & Beard 2020). Cambridge University offers a course 

leading to a master’s degree in AI Ethics and Society (Institute of Continuing Education 2022). In 

these courses, topics and teaching methods have included ethics codes, philosophical theories, 

and discussions of historical events and science fiction. These courses are sometimes taught by 

multidisciplinary teams, with members from computing, data sciences, humanities, arts, and 

social sciences. One example of multidisciplinary instructional collaboration is the Social and 

Ethical Responsibilities of Computing (SERC) initiative at the Massachusetts Institute of 

Technology (MIT 2022); case studies developed by SERC are freely available online. To date, 

however, there has been little formal, empirical research on computing ethics education. 

Reviewing the limited research, Hedayati-Mehdiabadi (2022) called for more studies on the 

effectiveness of different pedagogical approaches. These studies would need valid, reliable 

assessment instruments to measure what students have learned, but no assessment instruments 

have yet been developed for AI ethics (Goldsmith et al. 2020). 

We recommend that universities extend these instructional efforts to reach a wide range 

of audiences, including non-specialists, in settings beyond schools, such as lifelong-learning 

programs, local libraries, museums, places of worship, and other community spaces. Like the 

SERC initiative, instructional materials should be freely available online (e.g., with Creative 

Commons licenses) and inclusive (e.g., to people with disabilities). To reach diverse audiences, 

these materials should have multiple modalities (e.g., blog posts, podcasts, and short videos) and 

include hands-on activities (e.g., co-writing, role-playing, and design activities). These materials 

can be shared via sites such as the Online Ethics Center for Engineering and Science at the 

University of Virginia (Online Ethics Center 2022). This Center not only promotes the sharing, 

adoption, and adaptation of peer-reviewed instructional materials, but also supports 

communities of practice in which instructors can share success stories, reflect on the influence of 

local contexts, and discuss dilemmas of practice. 

We recognize that multidisciplinary instructional collaborations are not always valued by 

university reward structures. Therefore, it is helpful for these instructional teams to include 

members from a range of ranks and positions: senior faculty members can signal the importance 

of such efforts and can help align these efforts with the career goals of younger colleagues, to 

ensure that younger scholars will receive credit toward promotion. 



5 
 

Research 

University and industry researchers collaborate in various ways, including the sharing of 

industry data and the employment of doctoral students as industry interns. Such collaborations 

require advance agreements around intellectual property, data sharing, scheduling, conflicts of 

interest, and more. These institutional and researcher alignments allow for common ground and 

the creation of research workflows. However, there are ethical differences between industry and 

academia with respect to research oversight, data repositories, data access, and research integrity.  

In the following, we begin by discussing ethical infrastructures (e.g., the Common Rule) 

that guide research at federally funded institutions such as universities (and a few companies) 

and how they address data collection, consent, privacy, and access with respect to AI systems. We 

then discuss responsible AI systems through the lens of AI explainability. Finally, accountability 

practices for both the data used in AI systems and explainability help signal the reasoning and 

values embedded in an AI system and in the research process. 

Since research projects in social computing and computational social science have resulted 

in numerous unintended consequences, a modified ethical research framework may be one path 

forward to align research practice and values across the academy and industry. More work needs 

to be done to address data governance, AI transparency, and equitable data access. 

Challenges to Institutional Review Board (IRB) adherence around data, use, and 

inference 

Institutional Review Boards (IRBs) began in 1974 with the signing of the National 

Research Act, with the goal of protecting human subjects in biomedical and behavioral research 

(Moon 2009). The National Research Act was a response to the ongoing problem of unethical 

research projects despite the presence of clear standards for ethical research, such as the 

Nuremberg Code. This led to the creation of the Belmont Report (National Commission for the 

Protection of Human Subjects 1979) and its three foundational principles: 

1. Respect for persons. Individuals should be treated as autonomous agents with a right to 

privacy, and vulnerable persons should be protected. 

2. Beneficence. Persons should be treated ethically, respected, and protected from harm. 

Moreover, possible harms should be minimized, while maximizing possible benefits. 

3. Justice. The benefits and burdens of research should be shared equally across involved 

persons.  

Most universities today have IRBs or equivalent boards, but most industry firms do not, 

with a notable exception being the Ethics Review Program at Microsoft Research. Without 

human-centered data, formal monitoring of research involving human subjects is not required. 

For example, creating a dataset of identifiable plant leaves for a plant recognition AI algorithm 

does not require IRB approval. However, creating a dataset of identifiable people would require 

IRB approval, as they could be identified (“respect for persons”), such identification might cause 

them harm (“beneficence”), and they might be more prone to harm than others (“justice”). 

Data are at the core of machine learning (ML) and AI models. The reason is that ML 

models (such as those using neural networks) use a primary set of data, known as a “training set,” 

to “learn,” and these training sets help to create a model that can then be used with other data as 
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input. When data involve human subjects, protections such as those discussed by IRBs are critical, 

even when the data collection activities do not fit strict definitions of “research.” Yet many 

challenges around data collection and use remain, from lack of IRB oversight to unanticipated 

consequences. Precedent suggests that we will continue to encounter unintended consequences 

even with IRB oversight.  

In the past, large collections of data have caused violations of privacy. For example, a 2006 

AOL dataset containing the browser search queries of individuals unintentionally revealed their 

identities (Zimmer 2020). Because private identifiable information was inferred, this practice 

violated the Federal Policy for the Protection of Human Subjects, known as the Common Rule.  

In another example, after the Cambridge Analytica firm collected data harvested from over 

87 million Facebook users, the dataset was used to target potential voters in 2016 political 

campaigns. However, the data (again, used for political purposes) were collected by a university-

affiliated data scientist via a game-like personality quiz app called “This is Your Digital Life.” That 

app inferred personality profiles of its users and collected additional third-party information 

about their Facebook connections. Users participated by answering a series of questions, but did 

not consent to offer their data to other entities (or used for commercial purposes), nor did their 

online friends consent to the collection of their data. Cambridge Analytica’s collection of the data 

via Facebook violated people’s privacy, employed unapproved recruitment practices, and involved 

unapproved data transfer under a university’s oversight. Moreover, the case raised issues of how 

IRBs should work when university-affiliated entrepreneurs are involved. After initially arguing 

that people willingly offered their information, Facebook suspended the app a few years later and 

was issued a landmark $5 billion fine for privacy violations and mishandling of data (Ma and 

Gilbert 2019).  

Many similar cases have occurred and will likely continue to emerge as new online 

collection practices appear faster than IRB and external guidelines and laws can be created to 

regulate them. The concerns around privacy, procedural ethical adherence, deception, and 

reasonable expectations are directly addressed in the Belmont Report and the Common Rule via 

their three pillars: integrity, beneficence, and justice. 

Unintended consequences will likely continue to happen. It recently emerged, for 

example, that the company Clearview has collected over 20 billion images of people online without 

consent. These images are being sold for purposes known and unknown (Clearview 2021), and we 

know we won’t discover them immediately. How can we move forward when we can’t fully predict 

consequences and want to protect people and communities? Given the pervasiveness of ethical 

challenges, we should address the benefits and harms to society, in addition to individuals, as 

expressed in the three Belmont principles. More and more, we are faced with data-centered 

challenges that affect society as a whole. Given the delay between studies/deployments and 

unintended consequences, this framing results in questions for both industry and academia. First, 

how do we define privacy protection given that deanonymization is frequently possible (as 

discussed in the earlier AOL example) (Zimmer 2020)? Second, how should we move forward to 

protect privacy, given the challenges?  
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Datasets: bias and governance 

Much recent work cites dataset challenges in AI technologies that employ ML. Questions 

around bias and equity abound. Crawford (2017) highlighted allocative and representational harm 

in datasets with biased collection practices. “Allocative harm” refers to harm resulting in 

inequitable allocation of resources or opportunities to one group: for example, offering loans at 

better rates to one group over another. “Representational harm” results in discrimination, as 

when a Google search for the term “gorilla” returned images of Black people. Others point out 

incongruences when data are collected for one purpose and used for another (as in the Cambridge 

Analytica case), and argue that we must understand data provenance: who collected the data, 

when, why, and for what purpose (D’Ignazio & Klein 2020)? 

Further, when datasets result in biased outcomes, what is to be done? How should we 

govern diverse datasets, to decide who can access them, whether they should be accessed, who 

can augment them, and so forth? Let’s consider the case of the ImageNet dataset (ImageNet 

2021). The dataset, created by researchers at Princeton and Stanford, contains over 14 million 

images labeled by over 30,000 workers on Amazon’s Mechanical Turk platform. Freely available 

on a website for noncommercial use, this dataset has enabled controlled studies that compared 

different ML algorithms and has been used in over 300 research papers. However, researchers 

have discovered various forms of bias in this dataset. One example is that greater pleasantness of 

an image is associated with lighter skin tone (Wiggers 2020). Reasons likely include unbalanced 

data collection, biased labeling, and more. Efforts are underway to better understand the biases 

within the dataset, and questions remain. Given the known biases, how should this dataset be 

presented? Should it be available? How will people who downloaded it a decade ago find out that 

it is biased? How should versions of this dataset be labeled or archived?  

While concerns remain around datasets collected without scientific rigor, sometimes 

research experts and corporations come together to curate a quality dataset, as was the case with 

Social Science One (2022), a consortium created as a model for academic-industry collaboration. 

A proposal-based model gave researchers with approved proposals access to Facebook data 

pertinent to elections and democracy. However, there was an error in the data collection: data 

from U.S. users with no political leaning, who represented roughly half of Facebook users, were 

accidentally omitted. This omission affected the ongoing work of at least 110 researchers (Timberg 

2021), the dozens of papers published based on the data, and trust around datasets that cannot 

be verified by researchers. 

Managing the complexity of such datasets—organizing them, archiving them, and 

validating them—requires new methods and regulations. Historically, libraries collected, 

archived, and cataloged data collections (e.g., newspapers, books, and music). Now, in addition 

to libraries, corporations and start-ups collect such data, and maintaining these data for public 

consumption requires ongoing funding. Addressing such ongoing data needs requires the 

collaboration of academics, industry, and policy experts. We should address issues of data 

versioning, data integrity, data ethics, data access, and data verification. Datasets such as those 

curated by Social Science One have the potential to help us assess our democracy. These datasets 

should be audited, and systems using them should provide explanations and reasoning. That will 

require insights from academics who use the data and from industry experts who provide it. 
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Explanations/reasoning and social impacts (Littman et al. 2021) 

The opaque nature of many existing AI and ML systems can cause distrust and raise 

privacy concerns among users, because users of AI and ML systems often do not understand how 

these systems reach conclusions and make decisions. Unlike other technologies whose 

mechanisms are hidden but that have been tested over a long period of time (e.g., car engines), AI 

and ML’s use in many high-stakes application domains (e.g., healthcare and criminal justice) is 

relatively new, and in multiple incidents, AI and ML systems have produced great social harms. 

For example, in 2016, it was discovered that an AI tool used in courtrooms across the U.S. to 

predict future crimes, Correctional Offender Management Profiling for Alternative Sanctions 

(COMPAS), was biased against Black defendants. This led to widespread criticism and concerns 

among the general public. Therefore, from both research and practical perspectives, it is critical 

to address this problem.  

To address the opaque nature of many existing AI and ML systems, government agencies 

have invested in a variety of high-profile programs intended to promote model explainability and 

interpretability, such as the DARPA Explainable Artificial Intelligence Program and the NSF 

Fairness in Artificial Intelligence Program. Because of the rapidly growing societal impacts of AI 

and ML systems across multiple high-impact application domains, close and effective 

collaboration is needed between academia and industry to address the opaque nature of these 

systems. Recent years have seen more creative forms of such collaboration, ranging from 

academic research centers sponsored by industrial partners (e.g., the IBM-Illinois Discovery 

Accelerator Institute) to industry-sponsored academic research projects. 

In the past, university researchers have mostly pursued fundamental research without 

immediate applications. With academia-industry collaborations, however, university researchers 

can now access large volumes of user data collected by industry. This is quickly changing 

expectations of what research can be done by academia, as more university researchers are 

involved in the design, application, and deployment of AI and ML systems. One of the traditional 

patterns of academia-industry collaboration has been for industry to identify challenging research 

problems present in their business operations, and for academic researchers to join the effort to 

solve these problems. However, that pattern might limit the range of problems being studied 

through such collaborations, especially those that involve potential conflicts of commercial 

interests. For example, the best way of explaining and interpreting system outputs from the users’ 

perspective may not be acceptable from the company’s perspective, because of a potential leak of 

proprietary information. Therefore, it is critical to identify other collaboration patterns with 

potential involvement of third parties, to address societal issues arising from the deployment and 

application of AI and ML systems. 

In addition, to facilitate effective and efficient model explanation and interpretation, it is 

highly recommended that various educational components targeting different populations be 

seamlessly integrated into both academic programs and company products. These educational 

components across academia and industry should ensure that the users are aware of their rights 

when certain services are rendered, and that the explanation and interpretation of AI and ML 

systems meet the constantly evolving user needs. For example, through the educational 

components, users would gain basic knowledge of what is meant by “one feature plays a critical 

role in the decision by an AI system,” and of whether their privacy has been compromised if the 
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decision depends on certain attributes of their profiles. In particular, more efforts are needed for 

the educational components to reach marginalized populations, because of the limitations of 

existing outreach and broadening-participation activities. 

Actionable areas for collaboration 

We’ve discussed several challenges around the collection, protection, and use of data that 

pertain to people. We briefly summarize some specific areas in which academics and industry 

experts can jointly move forward. 

(1) Policies for data collection: Working with social scientists, statisticians, and data scientists to 

incorporate representative data collection methods and make clear for what purpose data 

were collected. 

(2) Practices for archiving/access: Understanding existing archival techniques and how they can 

evolve to capture the nuances of our evolving data landscape. 

(3) Algorithm and data audits: Techniques to validate datasets and algorithms such that they 

behave in the expected manner. (We must explore who should conduct these audits, when, 

and how.) 

(4) Explanation: Techniques to reason with systems to better understand why they do what they 

do, so we can better understand the reasoning behind decisions. 

(5) Understand conflicts of interest: While industry-university collaboration can help us move 

forward, it is important to note that there have been, and continue to be, challenges around 

access. Can we provide equitable data access to researchers, and how? (Note also that some 

researchers choose not to collaborate with entities with questionable ethical practices.) And 

when collaborations do occur, how can we mitigate conflicts of interest? Should a company 

pay an academic researcher for an audit of their system? Would that researcher return a 

favorable audit report if the company funds their research? 

(6) Processes to address social impacts: To study and anticipate future consequences to create 

mitigation strategies. Conferences have begun requiring speculation on possible future use 

outcomes that may result from ML research. This has been met with both acceptance and 

reluctance, and we know more work needs to be done. One avenue for exploration is 

speculative design (Dunne and Raby 2013), which has shown promise in several spaces 

(Eslami et al. 2018; Fiesler 2019). 

While concerns around matters such as intellectual property and conflicts of interest will 

not disappear, for academia and industry to communicate effectively and come together to create 

new collaboration models such as Social Science One (2022), we must first share a common set 

of principles and values. Given today’s societal challenges of AI technologies that affect our health 

and our democracy, a common framework adopted by both academia and industry would create 

a common ground around research practice.  

Community Collaborations 

Tech industry actors, granting agencies, and academic institutions have frequently 

conceptualized AI technologies as universal solutions to an ever-broadening array of social 

problems. Such conceptualizations have been critiqued for drawing on and perpetuating colonial 
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orientations (which include political and economic exploitation) by positioning AI as the horizon 

of an evolutionary arc towards an inevitable future of progress and enlightenment and away from 

a “primitive past” that is often associated with racialized and marginalized communities and 

groups (Couldry & Mejias 2019). These overarching discussions imagine technological innovation 

as the outcome of individual (usually white and male) genius in the urban, middle-to-upper-class 

global north that is then “brought to” marginalized communities (Chan 2014). Mainstream 

technology research and development practices further limit access to resources and problem-

solving capacity to research populations largely privileged along lines of geography, 

gender/sexuality, race, class, and ability, among other social characteristics, leading to research 

problems over-defined by white middle-class males in the urban North. (Brown et al. 2016; Brown 

et al. 2019). These AI practices perpetuate systemic exclusions.  

The current AI ecology narrowly represents existing social interests and concerns around 

technology (Benjamin 2019b; Broussard 2018). This AI ecology and culture often creates systems 

that lead to repeated over-policing and over-surveillance of marginalized (i.e., socially and 

economically excluded) individuals and groups (Benjamin 2019a; Browne 2015; Jefferson 2020; 

O’Neill 2016). In addition, researchers participating in AI ecology and culture routinely exploit 

and extract data about the experiences of historically marginalized and underrepresented groups, 

such as Black, Indigenous, Latinx, Asian, and Middle Eastern populations (Cifor et al. 2019). Left 

unaddressed, this practice of simultaneous extraction and exclusion represents a crisis in 

institutional knowledge production. This crisis can only be addressed when researchers transform 

their practices and accept accountability for past and ongoing harms. It is critical for researchers 

to adopt methodologies of collaboration, care, and reparations when working with marginalized 

communities. Researchers must recognize that all data and research are produced in political and 

historical contexts that are shaped by systems of cultural beliefs (Lewis et al. 2018). 

Local communities and external organizations that are led by and represent the interests 

of historically marginalized and vulnerable groups are critical to the work of reimagining AI 

research in ways that fundamentally center methods of care and reparation and address questions 

of bias and discrimination. That is the case not only because marginalized populations have been 

disproportionately harmed by AI technologies (Buolamwini & Gebru 2018; Chun 2021; Eubanks 

2019; Noble 2018; McIlwain 2020; O’Neill 2016), but because they have always been the sources 

of alternative models of innovation, knowledge practice, and future-making (Benjamin 2019a; 

Brock 2020; Chan 2021; Costanza-Chock 2020; Davis 2017). Local communities and grassroots 

networks have long been up to the work of innovation (Eubanks 2011), whether they are 

developing mutual aid networks—such as Black, Indigenous, immigrant, feminist, and LGBTQ 

alternative health care networks, or alternative research and education initiatives developed by 

disability rights advocates to support underrepresented communities—to hack and improvise 

workarounds for existing technological systems that were not designed to meet their needs 

(D’Ignazio and Klein 2020; Mendenhall et al. 2017b; Nelson 2013), or figuring out how to scale 

existing infrastructural resources to meet the under-met demands of nurturing and care in ways 

that nurses, public school teachers, and other care workers do daily (Precarity Lab 2020; 

Varshney 2022). Much of this work has been ignored or undervalued by “innovation” frameworks 

that celebrate commercial, profit-generating high-tech products (Broussard 2018; Crawford 

2021) and that problematically frame local communities as mere sources of problems to be solved, 
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or relevant primarily as sources of experimentation or objects of research. Marginalized 

populations, however, have themselves led the innovation of new knowledge practices centered 

on the needs, interests, and concerns of the people most directly harmed by dominant norms 

around knowledge production (Chan & Garcia, forthcoming). Whether in the late 19th-century 

feminist and immigrant-authored surveys and labor studies of Hull House (Chan 2020), in the 

early 20th-century data journalism of Ida B. Wells, in the data visualizations of W.E.B. DuBois 

(Battle-Baptiste & Rusert 2018; Mendenhall et al. 2017a), or in the mid-20th-century origins of 

accessibility design and educational research at the University of Illinois Urbana-Champaign 

(Brown 2008, Reagan 2017), marginalized communities have worked to create new research 

futures that center care, restoration, resilience, repair, and reparation (rather than innovation or 

economic growth) as their primary objectives and outputs. 

Contemporary community organizations—including the many that routinely undertake 

research and data collection in their work for local populations—continue to follow in those 

footsteps. Community members and organizations, nonprofits, and citizen groups, in short, offer 

a wealth of knowledge and expertise grounded in empirical conditions, and can be included and 

empowered throughout the research process in the work to build AI futures around the principles 

of justice. These groups—spanning such collaborative projects as the Our Data Bodies initiative, 

Data for Black Lives, and the Global Indigenous Data Alliance—have actively built multi-sectoral 

collaborations to undertake research that tracks the negative impacts of AI technologies in 

marginalized communities, and to challenge and mitigate algorithmic bias and discrimination in 

a variety of locales (Brown et al. 2019; Carroll et al. 2020; Chan 2021; Irani 2021; Lewis et al. 

2018; Milner 2020; Petty 2018). Universities can play an important role in collaborating with 

external organizations and communities to support and amplify such work (Davis 2022; Flores et 

al. 2014; Ginsburg 2019), but these collaborations will require genuine transformations of 

institutional norms, structures, and standard academic practices in order to effectively tackle 

questions of bias and discrimination in AI, and to cultivate approaches to technological 

infrastructures from community-centered perspectives.  

It will require support for processes—and a recognition and valuation of the added labor 

needed from campus actors and faculty in particular—to build genuinely reciprocal partnerships 

with community members in ways that disrupt conventional valuations and hierarchies between 

campus scholars and off-campus civic researchers as knowledge practitioners. It will require 

support too for processes that redefine and transform disciplinary norms that have traditionally 

encouraged scholars to conduct research independently, that imagine research engagements as 

primarily developed within a single discipline for disciplinary audiences, and that see research as 

primarily led by professional scholars. It will also require patience from community and campus 

actors alike as new work is invested to build trust, explore and define mutually supportive 

research benefits, and potentially recognize past harms from previous research undertaken in 

developing AI technologies. The institutional transformations required for campuses will 

undoubtedly take time and sustained support from leadership at every level. As initial steps, 

university leaders should recognize publicly engaged scholarship in evaluation and promotion 

criteria for faculty and staff, and leaders should provide opportunities for campus colleagues 

already engaged in community-empowering research collaborations to collectively organize 

strategies for growing data partnerships and AI developments towards healing and emancipatory 
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futures. Community-empowering partnerships will open new challenges for universities and 

knowledge institutions, but they will also open extraordinary opportunities for campus and civic 

scholars to explore new research possibilities that stretch beyond singular worldviews, ways of 

knowing, and forms of accountable knowledge production to press towards a future of shared 

dignity, well-being, and justice.  

Governance 

Introduction 

While advances in AI technologies have accelerated, the development of regulations and 

ethical guidelines has lagged—most conspicuously in the United States (Buiten 2019; Khisamova, 

Begishev & Gaifutdinov 2019; Yara et al. 2021; Wu 2018). Present AI governance consists 

primarily of fragmented regulatory interventions that capitalize on reactions to industry failures 

and harms to individuals, as well as ethical principles (Dafoe 2018), and reflect the industry-

specific interests and preferences of the most powerful actors (Jung and Sanfilippo 2022). As 

technological innovation accelerates, regulatory change is slow, and ethical guidelines, when 

placed in tension with profit margins, are often ineffective. AI governance has been most 

impactful when coordination occurs between stakeholders (Varshney, Keskar & Socher 2019), as 

with the Partnership on AI (2022), and across systems or domains, as with contextually flexible 

frameworks like the draft NIST framework on AI Risk Management (2022). Governance is more 

than regulation, management, or standards (e.g., C/S2ESC - Software & Systems Engineering 

Standards Committee 2021); governance also encompasses social norms, markets, and choice 

architectures (Lessig 1999; Thaler, Sunstein & Balz 2013), among other forms of institutional 

structure (Williamson 1996). Society needs more coordination and responsiveness to community 

and social needs, rather than data- or profit-driven responses alone, to promote social good and 

prevent harms. Sustainable governance for AI will co-evolve with technological change. 

Academia can and should fill this role by encouraging interdisciplinary scholarship, 

recognizing the labor required to connect stakeholders, incentivizing translation of research into 

practice and public outreach, and fostering financial independence and intellectual freedom to 

enable academics to provide critiques and serve as outside change agents. Universities are well 

situated for this role, given their centrally networked location among policymakers, government, 

courts, people and communities, media, and industry. However, they must make a good-faith 

effort to be both independent and trustworthy in their engagement with marginalized 

communities. Here, we outline how universities can strategically respond to and propagate social 

norms, as well as contribute to responsive rule-making, by sharing expertise, amplifying voices, 

auditing systems, and advising on best practices (Venkatasubramanian, 2022). 

Sharing expertise 

Research universities have a mission to address complex, pressing questions from 

theoretical and empirical perspectives across basic science and practical applications, and to 

educate broadly (Madison 2020). This mission, which is especially urgent with respect to rapid 

AI innovation, ideally transcends the incentive structure of the private sector and is independent 

of the political interests of the public sector. The result is a wealth of expertise developed via 
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research, experience, and networked relationships across sectors. Universities as institutions and 

individual academics have ties to industry, government, civil society, and communities via their 

alumni network, research collaborations, and partnerships on various initiatives. Academics lend 

their expertise through expert testimony, public comment periods, and open scholarship, while 

also cultivating relationships with experts outside the academy. Universities are key to brokering 

and facilitating engagement among experts and stakeholders in discussion of AI governance, as 

well as physical spaces to host those discussions. Universities should open more events and 

knowledge resources to the public; democratize access and information; leverage their networks 

when called upon to address pressing challenges (e.g., COVID-19 responses); recognize the 

validity and importance of these activities in promotion and tenure; and instill the logic of 

representative and participatory decision-making in their students, as a key principle of general 

education, to prepare them to participate actively in co-evolution of innovation and governance.  

Amplify voices 

Academic researchers often recognize where experience and local communities’ needs 

must be heard directly, not just translated, aggregated, or theorized by experts. Further, the array 

of relationships between universities and local communities demonstrate how outreach and 

reciprocal dialogue can be more effective at identifying and understanding social impacts and 

expectations regarding AI, beyond the privileged points of view and experiences of faculty, staff, 

administrators, and students. Universities need to amplify relevant community voices by 

providing a platform for responsive governance and participatory decision-making, and by 

building on their role as a knowledge commons (Hess and Ostrom 2003; Madison 2020). 

Technocratic governance—in which policies and standards reflect only the perspectives of experts, 

not of impacted individuals—presents a serious legitimacy problem in situations where AI is 

applied with direct impacts on the public, as with public services and in the financial industry. As 

academic researchers collaborate with local communities or engage in outreach, they might 

address this challenge via intentional engagement with feminist (e.g., Gurumurthy and Chami 

2022; Hudson, Rönnblom & Teghtsoonian 2017) or Indigenous (e.g., Carroll, Rodriguez-

Lonebear & Martinez 2019; Carroll et al. 2021; Tsosie 2019) models for governance, in which they 

utilize participatory approaches and draw on design justice principles (Costanza-Chock 2020). 

These perspectives will help ensure that an inequitable status quo is not simply reproduced 

around AI technologies, but instead that those who have historically been overlooked or harmed 

have a say in what is appropriate. Universities ought to transcend their ivory towers to open 

dialogue on pressing sociotechnical issues, “finding people where they are” (Venkatasubramanian 

2022) and using the prestige of their academic, intellectual, and institutional platforms to make 

those voices heard. 

Audit 

Academic researchers can play a key role in auditing processes, often on behalf of 

regulatory agencies, as independent experts to scrutinize security, privacy, discrimination, and 

other sociopolitical concerns in complex systems. Given the fast pace of technological change, AI 

regulation should not be a fixed form of control; rather, continuous monitoring and feedback 

should update regulatory regimes. This monitoring process would resemble post-market 
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surveillance for drug safety and efficacy by the Food and Drug Administration. There are also 

incentives for industry to participate willingly, given the opportunity to mitigate costly harms and 

identify new opportunities via outside perspectives. This work, however, requires a robust and 

independent auditing system for AI technologies. Universities can support these activities by 

reducing red tape around collaboration with regulatory agencies and by providing training and 

resources to support appropriate reporting.  

Advise on best practices 

The three traditional legs of academic work—research, teaching, and service—all have a 

role in advising on best practices for AI. Indeed, outside critiques from academia are often very 

useful tools for technology industry insiders to draw upon in effecting change. Outside expertise 

is used extensively by government regulatory bodies, such as design justice critiques of (1) the use 

of facial recognition technologies, automated license plate readers, and other forms of data-driven 

policing and electronic monitoring by law enforcement in U.S. municipalities (Detroit Community 

Technology Project 2019; Hussain and Schwartz 2021; Kilgore 2015; Stop LAPD Spying 2021), 

and (2) airport screening protocols and technologies (Costanza-Chock 2020), for which outside 

critiques have informed new gender-neutral standards and changes to the Advanced Imaging 

Technology (AIT) being used (TSA 2022). Technological models and theories developed by 

scholars also often influence civil society via inspirational objectives; for example, fairness, 

accountability, transparency, and ethics (FATE) scholarship impacted critiques of Europe’s AI Act 

by advocacy groups such as EPIC and AlgorithmWatch (Lomas 2021), in that those groups 

perceived that act as falling short of meaningful fairness and accountability measures. In 

developing advice on best practices, university researchers need not develop novel ideas, but 

rather should organize and integrate existing knowledge via systematization (Kitamura and 

Mizoguchi 2004). To effectively communicate systematized best practices, new methods of 

engagement may be needed to capture the attention of relevant parties, shifting the focus from 

curriculum and pedagogy to engagement. In public service, a renewed outward focus is warranted. 

Systematization as a form of research, engagement as a key to teaching, and outward focus in 

public service are kinds of work that should be rewarded in university incentive structures. 

Conclusions 

From advances in healthcare to applications that impact modern society and governance, 

the ubiquity and impact of artificial intelligence (AI) are growing. The rapid rate of AI 

development and deployment brings a significant risk of unintended societal consequences, most 

of which remain either insufficiently analyzed or obscured.  

Among the emerging themes are new opportunities for academic and industry 

collaborations to define a governance framework for AI that ensures that stakeholders have a 

voice and are empowered to mitigate the adverse impacts that can emerge from AI technologies. 

Toward that end, a common set of principles and values should be adopted by academia and 

industry, to create common ground around research practice and to help develop new avenues to 

engage society. For instance, we should recognize that data are collected, and research is 

conducted, in a political and historical context, which can produce inequitable benefits and 

harms. The harms of AI technologies can disproportionately affect marginalized communities.  
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Universities can play a crucial role by building networks among policymakers, 

government, courts, people and communities, media, and industry. Importantly, universities 

should avoid preaching from the ivory tower and instead engage with stakeholders. For example, 

universities should extend the mandate for AI literacy beyond computing departments, engage 

with the broader community to ensure AI literacy, and thus enable comprehensive and critical 

engagement. To be effective, such coordination efforts and societal calls to action should be 

responsive to community and social needs, rather than be data- or profit-driven alone. 

Universities can further accelerate progress by rewarding work on the topic, such as by valuing 

the labor needed to build genuinely reciprocal partnerships with community members, and by 

rewarding efforts to incorporate social responsibility into academic courses. Such incentives can 

have a significant effect, particularly for early-career academics. Such work is also essential in 

educating students who can meaningfully engage in AI governance to ensure a more responsible 

AI future.  
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